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Abstract
Word clouds are proliferating on the Internet and have received much attention in visual analytics. Although word
clouds can help users understand the major content of a collection of documents quickly, their ability to visually
compare documents is limited. This paper introduces a new method to create semantic-preserving word clouds
by leveraging tailored seam carving, a well-established content-aware image resizing operator. The method can
optimize a word cloud layout by removing a left-to-right or top-to-bottom seam iteratively and gracefully from the
layout. Each seam is a connected path of low energy regions determined by a Gaussian-based energy function.
With seam carving, we can pack the word cloud compactly and effectively, while preserving its overall semantic
structure. Furthermore, we design a set of interactive visualization techniques for the created word clouds to
facilitate visual text analysis and comparison. Case studies are conducted to demonstrate the effectiveness and
usefulness of our techniques.

Categories and Subject Descriptors(according to ACM CCS): I.3.6 [Computer Graphics]: Methodology and
Techniques—Interaction Techniques

1. Introduction

Text data is produced at an incredible rate because of the
progress in computing power and storage capacity over the
last decades. Regardless of the domain, business profession-
als and scholars often need to understand and analyze doc-
uments to facilitate their decision making. One particularly
interesting area is to visually analyze and compare multiple
related documents across a text corpus. The need to visu-
ally illustrate multiple related documents at once arises nat-
urally in many real-world applications. For example, Twitter
posts are a useful resource for researching public opinion
on companies and competitors. A business consultant may
want to compare public opinion on the major products of
several companies such as Microsoft, Google, IBM, and HP,
and then include the comparison results into his business re-
port. A market analyst on the other hand may want to find out
the major advantages and disadvantages of a newly released
product/service. To help users gain insights into related doc-
uments, it is important to allow users to visually examine
and compare the documents interactively.

Word clouds are an effective means for users to under-
stand the major content of a document instantly. Although
they are proliferating in visualization and text analysis,it
is difficult for them to tell how the words related to a cer-

tain topic vary from those related to other topics, since these
words scatter in the word clouds and their semantic relations
are unclear. Users would have to visually search for their
desired words in the word clouds for comparison, thus in-
troducing additional overhead. However, creating semantic-
preserving word clouds is challenging. We have attempted to
create context-preserving word clouds with a force-directed
algorithm [CWL∗10], but this approach has several draw-
backs. First, the resulting word clouds may not be stable; a
slight change of the input words may result in very different
word clouds. Second, the created word clouds may have very
irregular shapes. In comparative visualization, word clouds
with regular shapes, such as rectangles, are preferred by
users. Finally, the original semantic relations among words
may be destroyed in the resulting word clouds, which may
confuse or mislead users in visualization.

To address these issues, we introduce a new semantic-
preserving word cloud generation method based on tailored
seam carving, a well-established content-aware image resiz-
ing technique. In this work, we define a topic as a group
of semantically similar keywords in a text corpus. Two key-
words are considered as semantically similar if they co-occur
frequently in a corpus. The goal of our work is to create a
compact word cloud while preserving the keyword semantic
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relations by putting the semantically similar keywords close
to one another. Our method first uses an energy function
to find low energy regions in the layout, then it iteratively
carve-outs a left-to-right or top-to-bottom seam to remove
empty space among words. The major feature of this method
is that it can generate compact word clouds while preserving
the original semantic relations among words. To further fa-
cilitate visual comparison of the related documents, we use
Bubble Sets[CPC09] and spreadsheet-style visualization.

With this work we contribute to the ongoing research on
text visualization by visually illustrating the similarities and
differences among multiple groups of documents with the
help of semantic-preserving word clouds. Consequently, we
design a new semantic-preserving word cloud generation al-
gorithm using an adapted seam carving technique. Another
contribution is that we use bubble sets and spreadsheet vi-
sualization to allow user to analyze and compare different
documents from different levels of details.

2. Related Work

Existing text visualization can be generally classified into
three categories: word-oriented, document-oriented, and
theme-oriented methods. The word-oriented methods such
as Wordle [VWF09] mainly use word clouds to visually
summarize a collection of documents. However, they cannot
show the semantic relationships between words or the con-
tent evolution over time. To tackle this problem, ManiWor-
dle [KLKS10] provides flexible control on the layout result
of Wordle, which allows the user to manipulate the overall
layout, as well as the layout of the individual words. Another
system, SparkClouds [LRKC10], integrates sparklines into
a word cloud to convey temporal patterns between multiple
word clouds. Collins et al. [CVW09] presented a special vi-
sual representation called parallel tag clouds to visualize dif-
ferences amongst facets of large text corpora. Strobelt et al.
[SOR∗09] designed a new compact visualization for summa-
rizing the key semantics of a document by a mixture of im-
ages and important key terms. Our previous work [CWL∗10]
couples a trend chart with word clouds to illustrate how the
content changes over time.

The document-oriented approaches [Ren94, SGL08,
OST∗10,CSL∗10] focus on transforming a collection of text
documents into a visual illustration. FacetAtlas designedby
Cao et al. [CSL∗10] allows users to visually analyze and
explore the document with multiple dimensions in rich text
corpora. Oesterling et al. [OST∗10] introduced a two-stage
method for topological analysis of documents.

The theme-oriented methods automatically derive a set
of themes from documents [PG10], then visualize the an-
alytic results. ThemeRiver [HHWN02] and its derivatives
[LZP∗09, DGWC10, SWL∗10] use a river metaphor to de-
pict the thematic variation over time within a text corpus.
Rose et al. [RBC∗09] developed a flow-style story visual-
ization to help users track stories over time. Fisher et al.

[FHRH08] used a simple yet effective line chart to show
both the changes in concepts and the relationships between
the concepts

These general text visualization methods only allow the
user to compare different documents at the word, document,
or theme level. In contrast, our work enables the user to rea-
son about the similarity and differences of documents from
multiple perspectives (e.g., content, and relationships among
different topics in a word cloud).

3. System Overview

Figure 1 shows our visualization system. It has three ma-
jor components: a preprocessing component, a word cloud
layout component, and a visualization component. The pre-
processing component first extracts all the keywords from a
collection of documents. Then the similarity value between
any two extracted keywords is calculated, and a dissimilarity
matrix is built accordingly. After that, a 2D word scatterplot
is created by multidimensional scaling based on the dissim-
ilarity matrix. Finally, it places keywords on the word scat-
terplot, and uses a force-directed algorithm to eliminate the
word overlaps to create a preliminary word cloud layout.

The word cloud component is responsible for creating a
compact word cloud from the preliminary layout. To create
a word cloud for a document, the component first removes
irrelevant keywords that do not appear in the document from
the preliminary layout. This usually results in a sparse word
cloud with much whitespace. Our system uses a tailored
seam carving [AS07] to pack the sparse word cloud while
preserving the relative positions of important keywords, thus
creating a semantic-preserving word cloud for the document.

The visualization component applies Bubble Sets
[CPC09] to the packed word clouds to enhance the semantic
relationships. It can also present the word clouds to users in
a spreadsheet-style layout, which general users are familiar
with. Thus, it easily enables side-by-side visual document
comparison. In addition, we design some user interactions
for the special word cloud spreadsheet. These interactions
allow users to interactively search, compare, merge, and split
the word clouds inside the spreadsheet.

4. Preprocessing

In preprocessing, our system extracts important keywords
from an input collection of documents, creates a 2D word
scatterplot, and generates a preliminary word layout.

4.1. Keyword Extraction

We extract keywords from documents using a graph based
algorithm called LexRank [ER04]. Specifically, we first em-
ploy an open source toolkit [Ope] to split each document into
a set of sentences which are then tokenized into a collection
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Figure 1: System overview: the system has three major components: a preprocessing component for extracting keywords and
creating a preliminary layout, a word cloud generation component for creating compact and semantic-preserving word clouds,
and a visualization component for visualizing the word clouds.

of words. Each word is further stemmed using the Porter
Stemmer [Por80]. Next, we build a word co-occurrence
graphG = (V,E) by taking each word as a node inV and
adding an edgee(i, j) into E if words i and j appear in the
same sentence. The weight ofe(i, j) is aggregated by the
number of co-occurrence of these two words,i and j . We
then run the LexRank algorithm onG to get the stationary
distribution ofv in the Markov Chain defined byG. We also
run noun phrase chunking to detect the phrases using the
Stanford parser [Sta], and then we use the phrases together
with other unit words as nodes in the LexRank algorithm.
Let R1×|V| be the ranking vector, thenR is defined as,

R = d ·M •R+(1−d) ·−→p ,P•R= λ ·R

P = d ·M+(1−d) ·−→p •1T (1)

• d is the damping factor and set to 0.85 according
to [ER04].

• M|V|×|V| is the normalized word co-occurrence matrix
where the summation of each column equals 1.

• −→p is a probability vector and set to[ 1
|V| ]1×|V|.

• R is the eigenvector corresponding to the largest eigenval-
ues (i.e.λ = 1 here) ofM, and it can be computed by the
power iteration method as used in [ER04].

The words with high rank values inR are the keywords.

4.2. 2D Word Scatterplot

We use a method proposed by Schutze [Sch98] to measure
the similarity between two words with the occurrence matrix
M used in Equation (1). Let Mi andM j indicate rowsi and
j of M, the similarity between the corresponding wordi and

j can be computed by the cosine measure. With the similar-
ity measure, we can build a dissimilarity matrix for all the
extracted keywords, which can then be used by multidimen-
sional scaling to create a 2D scatterplot for conveying the
semantic relations between keywords.

4.3. Preliminary Word Layout

If we draw keywords with different font sizes on the 2D
word scatterplot, we may have a cluttered word cloud with
words overlapping one another. Thus, we design a simplified
force-directed model adapted from [CWL∗10] to remove the
word overlaps by exerting only a repulsive force for any two
overlapping words. The model starts with Delaunay Trian-
gulation which creates a triangle mesh from the initial word
layout. The algorithm then applies a repulsive force for any
two overlapping words. Finally, it creates an adjusted word
layout where the word overlaps are removed and the seman-
tic relations are largely preserved. The created word layout
is a preliminary and sparse layout for showing the overall
semantic relations among all the extracted keywords.

5. Semantic-Preserving Word Cloud Generation

This section describes our seam carving method for creating
compact and semantic-preserving word clouds.

5.1. Word Cloud Generation by Seam Carving

A preliminary word cloud layout is semantically meaning-
ful, since words that often appear together in the documents
are arranged nearby in the layout. Although this can facil-
itate visual comparison of multiple word clouds, there is
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Figure 2: Illustration for Seam Carving: (a) a sparse word cloud layout with a Gaussian importance field; (b) layout partitioned
by the bounding boxes of the words; (c) an optimal seam (marked in blue), a connected path of zones, from left to right is
selected; (d) seam pruning to obtain a seam with an identicalwidth (yellow seam); (e) the word cloud layout after removing the
yellow seam in (d); (f) the resulting compact and semantic-preserving word cloud after the seam carving optimization.

often much whitespace left among words, thus wasting the
screen space and limiting its capability for comparing mul-
tiple word clouds side by side.

Inspired by seam carving [AS07] , we designed an al-
gorithm for removing the whitespace while maintaining the
original semantic structure of word clouds. Seam carving is
a content-aware image resizing operator that can reduce or
enlarge an image. It first estimates the importance of pixels
by an energy function. Seam carving then iteratively selects
a seam of low energy pixels crossing the image from top to
bottom, or from left to right. By carving-out or inserting the
selected seams in both directions, seam carving can change
the size of the image successfully while preserving the im-
age structure. Our algorithm works in a manner similar to
content-aware image resizing by seam carving.

Energy Function Arbitrarily removing white space in the
preliminary layout would change their semantic structures.
An ideal approach to compressing sparse word clouds is
to remove whitespace among words in a judicious man-
ner, such that the related spatial positions among words are
preserved. However, it is usually impossible to remove the
empty regions without any change in the semantic structure
of the word clouds. When an empty region is removed in
a word cloud, other parts of the layout should be moved to
cover the removed region, which often results in the change
of spatial relations between the words. In other words, there
is a tradeoff between the compactness and the semantic
change. Intuitively, one solution to the problem is to mini-
mize the semantic relation change of those more important
words and sacrifice the less important words.

Thus, we designed an optimization algorithm to strike a
balance between the compactness and the semantic change.
The algorithm has two major parts: an energy function and
an operator to optimize the tradeoff. The energy function
is used to ensure the semantic relations of more important
words are largely unaffected and tell the operator which part
of the whitespace should be removed. The whitespace sur-
rounded by more important words should have higher en-
ergy, while those surrounded by less important words should
have lower energy. Therefore, we use a Gaussian distribu-

tion to imitate the influence of each word on its neighbor-
ing empty regions. The energy of a pixel is the accumulated
gaussian value of all Gaussian distributions. Formally, the
energy at pixel(x,y) can be defined as follows.

E(x,y) =
n

∑
i=1

wi
1

2πσ2 e−((x−µxi )
2)+(y−µyi )

2)/2σ2

(2)

whereµxi andµyi are the positions of wordi, σ = 1, andwi

is the normalized size of wordi ranging from 0 to 1. The
empty regions near important words with larger font size
have higher energy than others. Figure2(a) show an energy
field estimated by Equation (2).

Seam Carving Operator The energy function defined in (2)
can help us find out which regions should be removed. A
question then arises: how can we remove the low energy
regions to minimize the change to the semantic structure?
A simple solution which removes the low energy regions
in ascending order in a word cloud does not work, as this
would likely change the spatial relations among words dra-
matically. Thus, we need a judicious method to remove
the whitespace. As we mentioned earlier, seam carving is
a content-aware image resizing operator that we could use
to pack word clouds. However, simply applying the original
seam carving technique to pack word clouds would damage
word integrity, as the seams may cross over the words. Ad-
ditionally, the original seam carving algorithm is inefficient,
especially for the preliminary sparse word layouts which are
usually very large, since it carve-outs seams of one pixel
width one by one, thus making it inappropriate for inter-
active visualization. We hereby design a new seam carving
technique specifically for word clouds. It repeatedly removes
a connected path of low energy zones rather than pixels to
accelerate the performance. To preserve the word integrity,
we let the connected path have an identical width and pre-
vent the seams from passing through the words.

We starts the algorithm by using the edges of the bound-
ing boxes of all the words to partition the word cloud into
a set of zones. This creates an×m rectilinear grid of zones
(see Figure2 (b)). We then remove a seam of zones repeat-
edly to pack the word cloud. Formally, a seam is defined as a
connected path of low energy empty zones from top to bot-
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tom (vertical seam), or left to right (horizontal seam). Let
Z = {z(i, j)|1≤ i ≤ n,1≤ j ≤ m} be the zone set andz(i, j)
represents the zone at theith row and thej th column. We can
formally define a horizontal seam and a vertical as:

sx = {z(x( j), j)}m
j=1,s.t. ∀ j , |x( j)− x( j −1)| ≤ 1 (3)

sy = {z(i,y(i))}n
i=1,s.t. ∀i, |y(i)− y(i −1)| ≤ 1 (4)

wherex( j) is a function which maps an input column indexj
to a typical row indexi, while y(i) is a function which maps
an input row indexi to a typical column indexj . Thus, a
horizontal (or vertical) seam is an 8-connected path of zones
from left to right (or top to bottom) with only one zone in
each column (or row) of the layout.

With the energy function defined in (2), we can estimate
the energy of each zoneE(z(i, j)) by accumulating the en-
ergy of its internal pixels. Therefore, our goal is to seek the
optimals∗ that minimizes this seam cost:

s∗ = minE(s) =

{

min∑m
j=1 E(z(x( j), j))) if s= sx;

min∑n
i=1 E(z(i,y(i)))) if s= sy.

Our algorithm finds the optimal vertical seam by dynamic
programming. It computes the cumulative minimum energy
Ec for all possible connected seams for each zone(i, j):

Ec(i, j) = E(i, j)+C (5)

C = min(Ec(i −1, j −1),Ec(i −1, j),Ec(i −1, j +1)) (6)

Finally, we can find out the end of the optimal vertical seam
from the minimum cumulative value in the last row. We can
then backtrack from this minimum value onEc to identify
the path of the optimal seam. Finding the optimal horizon-
tal seam is similar by dynamic programming. Figure2 (c)
shows an example where an optimal seam (marked in blue)
is selected by dynamic programming.

To preserve the word integrity, the algorithm should not
select any zone that contain words. That is, only empty zones
should be considered in the dynamic programming process.
Assume the zonez(x( j), j) has the minimum height insx.
We prune the seam using the minimum height, such that its
zones has the identical width (see the pruned seam in yellow
in Figure2 (d) for an example). This can also prevent the
words being distorted when we remove the optimal seam.
Figure2 (e) is the layout where the pruned seam is removed.

Seam Carving Optimization The order of removing verti-
cal and horizontal seams plays an important role in achieving
an optimal packing. Different ordering strategies (horizontal
seams first, vertical seams first, or alternating between them)
often result in distinct packing results. To create an optimal
packing, we transform the seam carving ordering problem
into an optimization problem with an objective function:

min
k

∑
i=1

E(αis
x
i +(1−αi)s

y
i ) (7)

wherek is the number of seams to be removed, andαi ∈

{0,1}. If we remove a horizontal seam at stepi, we let
αi = 1, otherwiseαi = 0. We again use dynamic program-
ming to find out an optimal solution to the problem. Let
M(p,q) denotes the minimum energy cost of removingp
horizontal seams, andq vertical seams. Obviously, we have
M(0,0) = 0. We can obtain a recursive function for dynamic
programming as

M(p,q) = min(M(p−1,q)+E(sx(Wn−p−1×m−q)),

M(p,q−1)+E(sy(Wn−p×m−q−1))) (8)

whereWn−p−1×m−q andWn−p×m−q−1 represent two word
clouds with ann− p−1×m−q rectilinear and ann− p×
m− q− 1 rectilinear grid of zones, respectively.E(sx(W))
and E(sy(W)) are the cost for removing the optimal hori-
zontal seam and vertical seam, respectively.

We setp = n−1 andq = m−1 at the beginning of dy-
namic programming for packing a word cloudWn×m with
ann×m rectilinear grid of zones. As we mentioned earlier,
our seam carving optimization has a special restriction, any
seam should not cross over words in the layout. As a result,
the recursive process of dynamic programming can stop at a
certain stepM(r,c), when there is no appropriate seam that
consists of only empty zones available for bothE(sy) and
E(sx). This leads to an optimal size (r × c ) for packing the
word cloud. Finally, we backtrack fromM(r,c) to M(0,0)
and remove the corresponding seams recorded in the previ-
ous process. Figure2 (f) is a resulting semantic-preserving
and compact word cloud generated by our algorithm.

Time Performance Analysis Our algorithm is more effi-
cient than the original seam carving algorithm, because it
removes a seam of zones rather than a seam of pixels every
time. If a sparse word layout containk keywords, we have
an n×m rectilinear grid of zones wheren = m= 2k+ 1.
We need a running time ofO(mn) = O(k2) to find an opti-
mal seam from the layout. The total running time would be
O(k2(r+c)) wherer andc denote the numbers of horizontal
seams and vertical seams to be removed.

6. Visualization with Semantic-Preserving Word Clouds

This section describes a set of word cloud visualization tech-
niques to facilitate comparative visualization of documents.

6.1. Bubble Set Visualization

A major advantage of word clouds over stack graphs for
users to visually track topic evolution is that word clouds
can reveal the semantic correlations among different topics.
Our semantic-preserving seam carving algorithm can main-
tain the semantic relations among words largely, but there
is still a need to visually reveal the group relations in the
word cloud. This is because different groups of keywords
look much closer than before in resulting word clouds, mak-
ing it difficult for users to distinguish individual group visu-
ally. Furthermore, some keywords of a group may be sepa-
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rated from the remaining keywords of the same group and
surrounded by the keywords of other groups. Users may feel
even more difficult to differentiate word groups.

We employ a visualization technique calledBubble Sets
proposed by Collins et al. [CPC09] for revealing multiple
group relations in a word cloud intuitively. Bubble Sets uses
a continuous isocontour to delineate set membership in a
layout, and avoids adjusting the layout to improve set clus-
ter continuity and density. This technique is suitable for our
semantic-preserving word clouds, as we want to preserve the
semantic relations among words without disrupting the pri-
mary layout. The groups (or clusters) of a word cloud are
determined by clustering words in the corresponding prelim-
inary 2D word scatterplot with k-means clustering. Bubble
Sets can then be created over the word cloud using the group
information as well as the individual word node information.

6.2. Spreadsheet-Style Visualization

Our word clouds are especially useful for comparing docu-
ments at the same time, as users can visually examine how
a group of similar keywords that may be related to a cer-
tain topic changes in different documents. This leads to a
spreadsheet-style visualization of word clouds for compar-
ative visualization. In the spreadsheet, each row represents
a set of documents, while each column represents a subset
of the documents. The spreadsheet enables users to compare
multiple documents interactively and visually. It supports the
conventional spreadsheet user interactions such as search,
sorting, and selection.In addition, we design two special user
interactions,mergeandsplit to allow users to explore docu-
ments at different scales.

• Merge Users can select multiple columns or rows of word
clouds, and merge them. The system will first filter out
the irrelevant keywords which do not appear in the se-
lected word clouds from the preliminary layout, and cre-
ate a new compact word cloud from the filtered prelim-
inary layout by seam carving. Figure3 (a)-(c) show an
example of merging two word clouds (Figure3 (a)-(b))
for a new word cloud (Figure3(c).

• Split Users can select a column, and then choose mul-
tiple keyword groups on a word cloud of the column.
The spreadsheet allows users to split the selected row
by just dragging the selected keyword groups out of the
word cloud. A new column will be added for holding the
new word clouds of the selected keywords. Figure3(d)-(f)
present an example of how we split a word cloud (Figure
3(d)) for two new word clouds (Figure3(e) and (f)).

7. Experiments and Case Studies

We have implemented the tailored seam carving algorithm
using Java and built our spreadsheet-style visualization sys-
tem based on Prefuse. We tested our algorithm and system
in an Apple MacBook Pro equipped with Intel Core i7, 4GB

DDR3 memory, and an NVidia GeForce GT 330M graphic
card with 512MB memory. Interactive visualization perfor-
mance is achieved. This section describes two experiments
to demonstrate the effectiveness and advantages of the seam
carving algorithm. A case study is provided to show the use-
fulness of the system based on the semantic-preserving word
clouds for comparing and exploring text documents.

7.1. Experiments

We carried out the first experiment to demonstrate the ad-
vantages of our tailored seam carving algorithm over the
original seam carving algorithm. In both algorithms, we pre-
vented the seams from passing through the words to ensure
the word integrity and readability.

We collectedCG&A abstracts during 2000 to 2001 and
created a preliminary sparse layout. Less important key-
words were filtered out and only 200 words were retained
for simplicity in this experiment. After that, we obtained a
very sparse word cloud which was used as the input to both
algorithms. We discretized the input sparse word cloud into
a 1000×1000 image to run the conventional seam carving
technique. Figure4(a) shows a word cloud packed by a con-
ventional seam carving technique, and Figure4(b) presents
a word cloud generated by our new method. The two figures
show that both word clouds are compact and the semantic
relations are preserved in the word clouds. By comparing
Figure4(a) and (b), we can see that it is hard to tell the dif-
ference. We recorded the time needed for both algorithms
in the experiment. The pixel-based seam carving needed 10
seconds to generate the result, while our method needed only
0.5 second. This experiment shows that while creating al-
most identical results, the our method is much faster than
the pixel-based seam carving technique.

The second experiment was conducted to compare our
new method with our previous force-directed algorithm
[CWL∗10]. We collected 13,828 news articles related to
AIG from Jan. 14, 2008 to Apr. 5, 2009. With the data, we
created a preliminary word cloud layout (see Figure5(a))
by multidimensional scaling. We then ran the force-directed
algorithm and our seam-carving algorithm on the data, and
generated two sequences of word clouds. Figure5(b) and (c)
are two results for two successive months generated by the
force-directed algorithm. Although they contain almost the
same keywords (with different sizes) and have the same pre-
liminary layout (i.e., the same semantic structure), the word
clouds are quite different. For example, the word groups in-
side the closed red curves in Figure5(b) to (c) are quite dif-
ferent (the shapes of the closed curves are rather different).
This means that the force-directed algorithm is not linear (or,
in other words, not stable) to the input. A slight change to the
input often results in a very different layout. In contrast,the
sequence of the word clouds created by our new method are
more consistent. The same word groups in the yellow bubble
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Figure 3: Illustration for split and merge interactions: (a) and (b) two selected word clouds to be merged; (c) a resulting word
cloud created by merging (a) and (b); (d) a word cloud to be split, i.e., a group of keywords in red are selected to be separated
from (d); (e) and (f) two resulting word clouds generated by splitting the keywords in (d).
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Figure 4: Comparison of different seam-carving techniques.
(a) a word cloud generated by seam-carving by pixels; (b) a
word cloud generated by seam-carving by zones. The two re-
sults are almost the same, but the zone-based seam-carving
runs much faster than the pixel-based technique.

set in Figure5(d) and (e) are similar. This would be easier
for users to track and compare the documents.

From Figure5 we can also observe that our algorithm
works much better than the force-directed algorithm for pre-
serving the semantic relations among words. For instance,
the preliminary layout (Figure5(a)) shows that word “aig" is
to the right of word “insurance", and “company" is to the left
of word “aig". The two spatial relations are different from
what they should be in Figure5(b) and (c). In contrast, these
spatial relations are preserved in Figure5(d) and (e). Finally,
by comparing Figure5(b)&(c) and (d)&(e), we can find that
our new results tend to be more regular. This is more space
efficient and especially useful for comparative visualization
using the spreadsheet of semantic-preserving word clouds.

7.2. Case Study

This section describes a case study to demonstrate the use-
fulness of our semantic-preserving word clouds for compar-
ative visualization. We used all the abstract data of IEEE
Vis/Infovis and EuroVis from 1999 to 2010 as the input text
documents. The goal of this case study was to visually ana-
lyze and compare the two conferences, and find out how the
conferences evolved over the last decade.

We first extracted all keywords from all the papers, con-
structed a dissimilarity matrix, and created a preliminary
word layoutL by multidimensional scaling. For every con-
ferencei at each year, we removed the irrelevant words that
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Figure 5: Comparison of two algorithms. (a) a preliminary sparse wordcloud layout for the AIG data; (b)-(c) word clouds
created by our previous work [CWL∗10]; (d)-(e) word clouds created by our seam carving algorithm.
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Figure 6: (a)-(c) semantic-preserving word clouds of IEEE Vis/InfoVis paper abstracts at 1999, 2005, and 2010; (d)-(f)
semantic-preserving word clouds of EuroVis paper abstracts at 1999, 2005, and 2010.
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do not appear fromL and obtained a sparse layoutLi , and fi-
nally generated a semantic-preserving word cloud by remov-
ing appropriate seams repeatedly from theLi . Figure6(a)-(c)
shows the word clouds for IEEE Vis/EuroVis at 1999, 2005,
and 2010, while Figure6(d)-(f) shows those for EuroVis at
1999, 2005, and 2010. The bubble sets help users distin-
guish groups of keywords intuitively. From the created word
clouds, we can easily observe the general evolution trend of
both conferences by simply looking at how the bubble sets
in these word clouds change over time. Generally speaking,
the two conferences had very similar groups of keywords (or
topics), and have evolved quite similarly in the last decade.
“Data" and “Visual" had been always the most important
keywords with high occurrence frequency in the paper ab-
stracts in both conferences. The keywords related to render-
ing performance such as “render", “time", and “computing"
became less and less important in both conferences too (i.e.,
the orange group at the top left regions in the word clouds
became smaller and smaller from (a) to (c), and from (d)
to (f)). We can also see that “Volume rendering" was a hot
keyword from 2000-2005 and became less important after
2005 in both conferences. This case study has demonstrated
the usefulness of our techniques for comparing and tracking
multiple documents using semantic-preserving word clouds.

7.3. Discussion

The experiments have demonstrated the effectiveness and
usefulness of our new algorithm for packing word clouds
using seam carving. Nevertheless, our technique may not be
useful for all text visualization applications. For example,
Wordle would be definitely better than our algorithm in ap-
plications where the aesthetic and compactness aspects are
more important. On the other hand, the word clouds cre-
ated by our method would be more appropriate for appli-
cations of analysis and comparison of documents. Our al-
gorithm has some limitations. Our spreadsheet interface is
just a proof of concept for demonstrating the feasible use of
our semantic-preserving word clouds in comparative visu-
alization. Given a certain screen resolution, the spreadsheet
visualization may not scale well with an increasing number
of word clouds, as the word readability may become a se-
rious issue when a small word cloud is presented. This is-
sue could be addressed by a multi-resolution technique. We
can use bubble sets to encode the quantitative information
(the word occurrence) of a group of keywords for providing
users with an overview. More details can be shown, when
users filter out irrelevant information. Furthermore, the in-
teraction techniques such as “search", “split", and “merge"
enable users to narrow down their search, allowing for ex-
ploring larger datasets interactively.

Our word clouds usually show only a limited number of
keywords. Showing too many words in a word cloud is in-
effective because the human perceptual capability does not
scale well with the increasing information. In our system,

users can set the number and get the resulting word clouds
interactively. Finding the upper limit on the number of key-
words automatically and designing a perceptually effective
word cloud need a further study.

Our work utilizes some keyword extraction techniques
such as Porter Stemmer and LexRank that are widely used in
text mining. Nevertheless, these techniques may have some
limitations more or less. For example, the stems produced
by porter stemmer such as "techniqu" and "provid" do not
look nice and might irritate users. We plan to use lemmati-
zation [Lem] to find more compound nouns. We also want
to improve the keyword extraction results by Topic Models
(such as Latent Dirichlet Allocation (LDA) [BNJ03]) that
consider topic information in keyword extraction. Our work
could also be improved by other word similarity metrics.
For instance, we could estimate the semantic relationship
among words based on linguistic resources (such as Word-
Net) and/or statistical methods [ZG10].

We perform k-means clustering in the 2D preliminary
word layouts rather than the high dimensional vector space.
Although the high-dimensional clustering can give us a hint
about how good the preliminary word layouts are, it has
proven to be difficult and not intuitive for visualization
[KKZ09]. Therefore, we do the clustering in the 2D pro-
jection space rather than in the original high dimensional
data space. Our technique requires that users specify a “k"
value in k-means for clustering an initial word layout. Users
can interactively change the “k" value until they obtain a de-
sired result. We plan to use some advanced approaches such
as [PM00] to estimate the “k" value automatically in future.

8. Conclusions and Future Work

This paper presents a new algorithm for creating semantic-
preserving and compact word clouds by an adapted seam
carving technique. With the created semantic-preserving
word clouds, we present a spreadsheet visualization interface
which allows users to visually compare and explore docu-
ments interactively and efficiently.

In the future, we plan to conduct a formal user study
to verify the intuitiveness of our semantic-preserving word
clouds for comparing documents and tracking the content
evolution. We also want to improve our work by providing
a visual indication of similarities and differences, thus al-
lowing for semi-automatic comparison of word clouds. This
paper shows one simple application of our technique to com-
pare paper abstracts in two different conferences. Applying
our technique to other text analysis and comparison applica-
tions such as business analysis and customer opinion analy-
sis is another future direction.
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